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Abstract-Today there is a big variety of different 
approaches and algorithms of data filtering and 
recommendation . In this paper we describe the 
recommendation system related research and then 
introduces various techniques and approaches used by 
the recommender system User-based approach, Item-
based approach, Hybrid recommendation approaches 
and related research in the recommender system. In 
the end we will show the main challenges and issues 
recommender systems come across. 
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INTRODUCTION 
The First recommender system[1] was developed 
byGoldberg,Nichols,Oki&Terry in 1992. Tapestry was an 
electronic messaging system that allowed users to either 
rate messages (“good” or “bad”) Recommender 
system[1,2,3] as defined by M. Deshpande and G. 
Karypis: A personalized information filltering technology 
used to either predict whether a particular user will like a 
particular item (prediction problem) or to identify a set of 
N items that will be of interest to a certain 
user.Recommender systems form or work from a specific 
type of information filtering system technique that 
attempts to recommend information items (movies, TV 
program/show/episode, video on demand, music, books, 
news, images, web pages, scientific literature etc.) or 
social elements (e.g. people, events or groups) that are 
likely to be of interest to the user. Typically, a 
recommender system compares a user profile to some 
reference characteristics, and seeks to predict the 'rating' 
or 'preference' that a user would give to an item they had 
not yet considered. These characteristics may be from the 
information item (the content-based approach) or the 
user's social environment (the collaborative filtering). The 
recommender system apply data mining[4,5] techniques 
and prediction algorithms to predict user’s interst on 
information ,product and services user . 
Recommender systems apply techniques and 
methodologies from another neighboring areas-such as 
Human computer interaction (HCI)or Information 
Retrieval(IR).However,most of these systems bear in their 
core an algorithm that can be understand as a particular 
instance of a data mining(DM) technique. The process of 
data mining consists of 3 steps,carried out in 
succession:Data Preprocessing,Data Analysis and Result 
Interpretation.Examples of recommender system are 

amazon.com[2],Reel.com[2],CDNOW[2],eBay[2],Levis[
2],Moviefinder.com[2] 
 

BACKGROUND 
Recommender systems typically produce a list of 
recommendations in one of two ways - through 
collaborative or content-based filtering.   
Content based algorithm recommender system[8]  are the 
recommender system which work with profiles of users 
that are created at the beginning.A profile has information 
about a user and his taste. Taste is based on how user 
rated items. In the recommendation process, the engine 
compares the items that were already positively rated by 
the user with the items he didnt rate and looks for 
similarities. Those items that are mostly similar to the 
positively rated ones, will be recommended to the user. 
Collaborative filtering Algorithm[8,6] recommender 
system  became one of the most researched techniques of 
recommender systems since this approach was mentioned 
and described by Paul Resnick and Hal Varian in 1997. 
[1] The idea of collaborative filtering is in finding users in 
a community that share appreciations [23]. If two users 
have same or almost same rated items in common, then 
they have similar tastes[11]. Such users build a group or a 
so called neighborhood. A user gets recommendations to 
those items that he/she hasnt rated before, but that were 
already positively rated by users in his/her neighborhood  
 
Various approaches of Collaborative Filtering are 

1) User-based approach: This approach was 
proposed in the end of 1990s by the professor of 
University of Minnesota Jonathan L.Herlocker. 
In the user-based approach, the users perform the 
main role. If certain majority of the customers 
has the same taste then they join into one group. 
Recommendations are given to user based on 
evaluation of items by other users form the same 
group, with whom he/she shares common 
preferences. If the item was positively rated by 
the community, it will be recommended to the 
user[12,13].  

2) Item-based approach: This approach was 
proposed by the researchers of University of 
Minnesota in 2001 [14]. Referring to the fact that 
the taste of users remains constant or change 
very slightly similar items build neighborhoods 
based on appreciations of users. Afterwards the 
system generates recommendations with items in 
the neighborhood that a user would prefer [14] 
[23]  
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3) Hybrid recommendation approaches 
For better results some recommender systems 
combine different techniques of collaborative 
approaches and contentbased approaches.  The 
combination of approaches can proceed in 
different ways [23]: 

 
1) Seperate implementation of algorithms and joining the 
results. 
2) Utilize some rules of content-based filtering in 
collaborative approach. 
3) Utilize some rules of collaborative filtering in 
contentbased approach. 
4) Create a unified recommender system, that brings 
together both approaches 
  
We also have modern recommendation approaches 
Context –aware approaches, Semantic based approaches, 
Cross-domain based approaches, Cross-lingual 
approaches. separates the data in such a way that the 
margin is maximized 
 
We also have various modern recommendation 
approaches such as context-aware approaches, Semantic-
based approaches[20], cross-domain based approaches, 
peer-to-peer approaches and  cross-lingual 
approaches.[17] 
 

RELATED RESEARCH 
In practice, research paper recommender systems do not 
exist. However, concepts have been published and partly 
implemented that could be used for their realisation. 
Some authors suggest using collaborative filtering and 
ratings. Ratings could be directly obtained by considering 
citations as ratings [15] or implicitly generated by 
monitoring readers’ actions such as bookmarking or 
downloading a paper [16], [17]. Citation databases such 
as CiteSeer apply citation analysis (e.g. bibliographic 
coupling [18] or co-citation analysis [19], [20]), in order 
to identify papers that are similar to an input paper [21]. 
Scholarly search engines such as Google Scholar focus on 
classic text mining and citation counts.  
Each concept does have disadvantages, which limits its 
suitability for generating recommendations.  
For example[7], citation analysis cannot identify 
homographs2, and not all research papers are listed in 
citation databases. Likewise, reference lists can contain 
irrelevant entries caused by the Matthew Effect[16], self 
citations[17], citation circles[18] and ceremonial 
citations6. recommender systems cannot identify related 
papers if different terms are used.  
Collaborative filtering in the domain of research paper 
recommendation is criticised for various reasons. Some 
authors claim that collaborative filtering would be 
ineffective in domains where more items than users exist 
[22]. Others believe that users would be unwilling to 
spend time for explicitly rating research papers [15]. 
Problematic with implicit ratings is that for obtaining the 

required data, continuous monitoring of the researcher’s 
work is necessary, which raises privacy issues[20]. In 
general, collaborative filtering has to cope with the 
possibility of manipulation. Another drawback is that a 
critical mass of ratings and users is required to receive 
useful recommendations.  
 

CHALLENGES AND ISSUES 
A. Cold-start[8] 
Its difficult to give recommendations to new users as his 
profile is almost empty and he hasnt rated any items yet 
so his taste is unknown to the system. This is called the 
coldstart problem. In some recommender systems this 
problem is solved with survey when creating a profile. 
Items can also have a cold-start when they are new in the 
system and haven’t been rated before. Both of these 
problems can be also solved with hybrid approaches. 
 
B. Trust[8] 
The voices of people with a short history may not be that 
relevant as the voices of those who have rich history in 
their profiles. The issue of trust arises towards evaluations 
of a certain customer. The problem could be solved by 
distribution of priorities to the users. 
 
C. Scalability[8] 
With the growth of numbers of users and items, the 
system needs more resources for processing information 
and forming recommendations. Majority of resources is 
consumed with the purpose of determining users with 
similar tastes, and goods with similar descriptions. This 
problem is also solved by the combination of various 
types of filters and physical improvement of systems. 
Parts of numerous computations may also be 
implemented offline in order to accelerate issuance of 
recommendations online. 
 
D. Sparsity[8] 
In online shops that have a huge amount of users and 
items there are almost always users that have rated just a 
few items. Using collaborative and other approaches 
recommender systems generally create neighborhoods of 
users using their profiles. If a user has evaluated just few 
items then its pretty difficult to determine his taste and 
he/she could be related to the wrong neighborhood. 
Sparsity is the problem of lack of information. [14] 
 
E. Privacy[8] 
Privacy has been the most important problem. In order to 
receive the most accurate and correct recommendation, 
the system must acquire the most amount of information 
possible about the user, including demographic data, and 
data about the location of a particular user. Naturally, the 
question of reliability, security and confidentiality of the 
given information arises. Many online shops offer 
effective protection of privacy of the users by utilizing 
specialized algorithms and programs. 
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CONCLUSION AND FUTURE WORK 
This paper presented the various techniques and algorithm 
to build the recommender system  
We also introduce various modern recommendation 
approaches such as context-aware approaches, Semantic-
based approaches, cross-domain based approaches, peer-
to-peer approaches and cross-lingual approaches.we also 
studied cold start problem[8].A recent research topic in 
the context of the recommender system is 
recommendations to group. We have also uncovered areas 
that are open to many further improvements, and where 
there is still much exciting and relevant research to be 
done in coming years. 
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